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Mor Naaman
Zoom talk

Q&A after talk
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5 minute break

Red Teaming Highlights! (15m)

Policies on LLM Writing Assistants (35m)



Policies & Practices in the 
widespread use of AI Writing 
Assistants



Your policies for LLM 
Writing Assistants





● Given the nature of the class, I believe that LLM should be allowed for homework with the 
condition that there is always a disclaimer at the end where students explain which 
platform they used and how it was used. Using LLM for homework is also an exercise for 
learning how to use the tool; however, we also need to learn to acknowledge that it was 
used.

● In my opinion, using LLMs for homeworks and projects in this class should not only be 
permitted, but also encouraged. This class is about learning about how LLMs work, and 
the power that AI can have in our society. Thus, I believe it would be appropriate to play 
around as much as possible with these LLMS to fully understand their potential. However, 
I don’t believe people should simple copy/paste whatever the model gives as an output. 
One should constantly refine the prompt and later edit the output based on how one 
thinks or writes.

● I think it depends on the assignment, but I do think that LLMs can be effectively used as 
teaching tools. Since we are evaluating LLMs for most of the assignments, we should be 
allowed to ask ChatGPT for guidance.

● Use of LLMs should be properly cited and documented – including what models are 
used and for what purpose. LLMs should not be used for tasks that ask for our personal 
opinion or evaluation on a topic.



Regulators statements on 
AI-generated text



Disclosure of AI Use is Important

AI Bill of Rights from the US White House calls for “Notice and Explanation” 
when “an automated system is being used” (42).

Cite: A. Nelson, S. Friedler, F. Fields-Meyer, Blueprint for an AI Bill of Rights: A Vision for Protecting Our Civil Rights in the Algorithmic Age. White House Off. Sci. Technol. 
Policy (2022) (October 18, 2022).

 
Similarly, a regulation proposal issued by the EU states that “if an AI system is 
used to generate or manipulate image, audio or video content that appreciably 
resembles authentic content, there should be an obligation to disclose that the 
content is generated through automated means”  

Cite: European Commission, Proposal for a Regulation laying down harmonised rules on artificial intelligence. Shap. Eur. Digit. Future (2021) (October 18, 2022)
Qtd in “Human heuristics for AI-generated language are flawed” (Jakesch et al., 2023)



Legislation is vague about “AI”!

“However, such policies can be difficult to apply in AI-mediated communication (16) 
where AI technologies modify, augment, or generate communication between people. 

For example, it hardly seems necessary to add notice to every message people write 
with AI-enabled autocorrections, smart replies, or translations. Research also shows 

that typical notice and consent disclosures are largely ignored by users (44).”

“Human heuristics for AI-generated language are flawed” (Jakesch et al., 2023)



Other Policies for LLM 
Writing Assistants



School Policies

Source: 
https://www.forbes.com/sites/ariannajohnson/2023/01/18/chatgpt-in-schools-heres-where-its-banned-and-how-it-could-potentially-help-students/?sh=757265496e2c



Source: https://twitter.com/clarkesworld/status/1625982159856041985



Source: https://www.pnas.org/post/update/pnas-policy-for-chatgpt-generative-ai

Proceedings of the National Academy of Sciences (PNAS)



Source: https://icml.cc/Conferences/2023/llm-policy

International Conference on Machine Learning (ICML) 2023



Source: https://2023.aclweb.org/blog/ACL-2023-policy/

Association for Computational Linguistics (ACL) 2023



Association for Computational Linguistics (ACL) 2023



LLM Detectors & Enforcement



LLM Detection



Summary

● Disclosure: Regulators emphasize disclosure of how and when advanced writing assistants are 
used, but perhaps not spell-checkers and basic auto-completes, which are already ubiquitous?

● Ambiguity in Contribution: However, sometimes it’s difficult to know whether an auto-complete 
contributed basic language support or added new ideas.

● Authorship requires Responsibility: Organizations widely agree writing assistants cannot be authors 
of a paper, as they cannot be responsible and accountable for the writing, as a human can.

● Credit Assignment Problem: When using a writing assistant, it can often contribute “new” ideas 
which are actually uncited and re-packaged ideas from someone else – it’s important to look for and 
attribute these creators. And when a model does produce a seemingly unique contribution, it’s 
unclear who should take credit: the model developers, authors of the training data, or the user who 
generated it.

● Undisclosed Use is Causing Problems: Synthetically generated text, masquerading as human text, 
is causing a systemic influx in creative writing journals, education, and (potentially even) civil 
engagement. Organizations are unable to cope with the scale and attribution problems.

● Detection Tools are Lagging: AI text detection tools have not been sufficiently accurate to catch all 
cases, and often produce false positives, which can be highly problematic.
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